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Abstract— Owning to the fast evolution of the Digital WorldThe data do not cease to increase which obligate us to manage Zettabyte of 
data, therefore we are requested to discover a new design that can adapt with the new volume of Big Data and can make our existing tools 
evolve .In this article we present a conception that combine several Hadoop with the help of the Service-oriented architecture, to be able to 
manage the Big Data. 
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——————————      —————————— 

1 INTRODUCTION                                                                     

HE frequent growth of the volume of data in the world is 
summarized by the term Big Data which constitutes a real 
challenge for the majority of society. Since 2009 each time 

that we talk about Big Data we necessarily talk about Hadoop 
the framework that is the most efficient and the most famous 
in this area. Hadoop is a framework written in the Java lan-
guage, very operational, that has as purpose to manage the 
Petabyte data, it is composed of several bricks which of the 
most important are: the file system HDFS, the algorithm Ma-
peReduce and the database HBase (Fig .1), to store, analyze 
and make queries on a huge field of data. 

 
 
 
 
 
 
 
 
 
 
 

 
         Fig. 1: The Hadoop components 

 
 
 
The HDFS component which is used for the storage represents a 
Hadoop distributed file system. HDFS is one of the most popu-
lar open source data-intensive file systems and is an important 
file system of Hadoop that is inspired by Googles work [1]. 
HDFS is a typical representative of Internet service file systems 
running on clusters, and represent a few characteristics, such as, 
work in commodity clusters with hardware failures, access with 
streaming data, deal with large datasets, employ a simple c he-
rency model, and portable across heterogeneous hardware and 
software platforms [2].The HDFS divides the data on several 
blocks; which are available from Datanodes. Datanodes 
represent the entities where is the blocks that contain the subdi-
visions of data. But, this situation causes a major problem; each 

block must respect a precise size between the two following 
values either 64 MB or 128 MB [3] at the maximum. However 
Hadoop MapReduce is a software framework for distributed 
processing of large data sets on compute clusters. It runs on top 
of HDFS, thus collocating data storage with data processing [4]. 
The MapReduce functionality is designed as a tool for deep data 
analysis, the transformation of very large data sets is based on 
the concept of parallel programming with high speed. 
MapReduce programming model works by the processing in 
two phases which are Map and Reduce phase [3]. When the 
algorithm MapeReduce remains the only way to explore the 
data, MapeReduce uses two managers of base that are MAP 
and REDUCE. MAP puts the input data in the form of a suite 
key/value in order to collect the data in combination with these 
keys. At the same time that it has disseminated the input data in 
several parts, it must execute the processing Map on each part 
of these data. But if we are working on Zettabyte of data 
processing MAP we can be totally blocked because it has a huge 
number of Suites key/value. In addition, the treatment 
Reduce must be applied on each value associated to a key 
grouped by MAP. Therefore the REDUCE method has the same 
problem with the operation MAP. Also HDFS stores the data by 
dividing them on blocks under the condition that the volume of 
each block is at a maximum of 128MB where there will be a 
huge number of blocks if we are working on the Big Data or on 
the Zettabyte, in addition HDFS is used for not losing the data 
and must replicate each blocks according to a factor of replica-
tion that is often 3, which also increases the number of blocks. 
Otherwise there is an only one Namenode to manage the diffu-
sion and replication of the blocks on Datanodes, although the 
Secondary Namenode takes the place of main Namenode if it is 
unavailable Fig .2 [5]. So if we lose the Namenode and the Sec-
ondary Namenode we can no longer manage the different 
blocks or access to them, which involves difficulties to find the 
data. Also, it should be noted that the algorithm MapeReduce 
uses some programming languages that can make working 
heavy and slow especially if it must analyze Billions or more 
blocks.  
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         Fig. 2: Description of HDFS 
 
Apache HBase is an open-source, distributed, versioned, 

non-relational database modeled after Google’s Bigtable: A 
Distributed Storage System for Structured Data by Changet al. 
Just as Bigtable leverages the distributed data storage pro-
vided by the Google File System, Apache HBase provides 
Bigtable-like capabilities on top of Hadoop and HDFS[6].Data 
are stored in HBase by following [key, value] structures.In 
such pairs, the key represents the row identifier and thevalue 
contains the row attributes. The [key, value] pairs are stored 
using the equivalent to well-known primary indexes for 
RDBMS, which physically sort rows on disk and build a 
treeon top of it [7]. 

2 MOTIVATION 
The problem of Big Data occurs in different domains. It does 
not concern only social networks or large commercial en-
terprises, but also other areas such as sport, health, education, 
and the Telecom Operators .etc. Also the Big Data influences 
ont he quality of use of the Internet for the different popula-
tions of the world. Furthermore, when there is an access to the 
Internet the increase in the volume of data is inevitable. The 
principle of the new proposed design, which is intended to 
make evolve Hadoop to take account of the increase in the 
volume of data,is to define a new architecture based on the 
use of several Hadoop together and to manage the syntactic 
and semantic interoperabilities by allowing systems Hadoops 
to exchange between them by messages to facilitate broadcasts 
and the collections of data in the light of the concept of Ser-
vice-Oriented Architecture (SAO). 
2.1 Related work 
The field of exploitation of Big Data is full of Frameworks that 
are very important and powerful as Hadoop, also many articles 
have already been published on Hadoop and its compo- 
 

 

nents especially HDFS and MapReduce. Most of these articles 
detail the way of management of Big Data via Hadoop. And 
proof has demonstrated significant ability to process Terabyte 
and Petabyte sized data sets in a timely and cost effective manner 
using a scale out approach [8]. Other Articles talk about the Big 
Data and indicate Today’s measurement tags will be inadequate 
as data sets continue to surge in size. The size of the digital un-
iverse in 2013 was estimated at 4.4 Zettabytes (1 Zettabyte is 
equivalent to 250 billion DVDs (Cisco, 2014); by 2020, the digtal 
universe is expected to reach 44 Zettabytes (IDC, 2014) [9].The 
studies also on the HDFS specify that the size of blocks is btween 
64MB and 128 MB, which shows the difficulties for Hadoop to 
manage the Big Data, that is why Hadoop has been adapted with 
Petabyte of data at the maximum.  
In addition, other news articles demonstrate that the SOA repr-
sents a software architecture that implements business processes 
or services by using a set of loosely coupled, black-box compo-
nents orchestrated to deliver a well-defined level of service [10]. 
In SOA, a software system implementing the business process or 
its part is decomposed and distributed in the form of autonomous 
but cooperative components known as services. This architecture 
has many advantages, such as better scalability and fault-
tolerance. Moreover, SOA principles, such as loose co pling, 
statelessness, or reusability, allow easy runtime modifications of 
a composed system by changing its particular components [11]. 
This implies that this architecture represents a Digital World soft 
and flexible as it provides an environment of movement, ex-
change and unrest between the services. The study also focus on 
the Big Data and the SOA to show the need to link these two 
terms and to benefit of different characteristics of the SOA but in 
a different way from what others represented. 

2.2 Contribution 
We have put together two fundamental terms in the field of 
informatics to know the SOA and the Hadoop, in seeking to 
take advantage of the benefits of each concept, we have pre-
sented a design of the Service Oriented Architecture and a 
new use of this architecture to respond to the problems men-
tioned in the top and benefit of all the advantages of the ser-
vice-oriented architecture. In fact, we combine several Hadoop 
together that each of them can manage Petabyte of data to re-
spond to scenarios where we need to manage theincrease in 
volume of Big Data.  

3 DESCRIPTION 
The Service Oriented Architecture (SOA) implementations in the 
business domain typically incorporate an Enterprise Service Bus 
(ESB) or Message Broker which orchestrates the overall service 
process execution by mediating between individual services and 
routing messages [12]. The application of SOA will be assessed 
in each of these areas, in particular the opportunities it gives for 
enhancing and increasing the use of finite element analysis 
[13].The service oriented architecture is used initially to redress 
the heterogeneity of the various components of the information 
system in managing all types of interoperability. This architecture 
is composed of several services which constitute the core of the 
previous concept.  
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The SOA provides a strong communication between the consum-
er and the producer of the services using the Bus. It also offers 
opportunities for the exchange of messages between the services. 
It is based on several protocols very important such as SOAP 
(Simple Object Access Protocol) to invoke the services; WSDL 
(Web Services Description Language) is the descriptor of servic-
es, UDDI (Universal Description Discovery and Integration) is 
the discoverer of registry that contains the requested service. The 
SOA paradigm allows for the development of services imple-
menting other generic, and domain-independent features such as 
user profiles, knowledge databases, dialog services, etc. [10]. 
SOA supports variability through dynamic service retrieval and 
binding [14]. Each service in the SOA must respect a contract 
which determines and details its way to operate. For our design 
we must describe a contract which obligates each service to 
represent a Hadoop and we describe also in the contract the data 
sent to each Hadoop. This allows us to earn much of the time in 
the case where we are looking for the data store on the blocks 
during treatment. The Hadoop’s role is to manage the data re-
ceived and if there is a relationship between the other data in the 
other Hadoop, it offers possibilities to exchange messages be-
tween them due to the SOA. In our design we can manage more 
Zettabytes of data because it gathers several Petabytes in harmo-
ny and the several Hadoop will be used to manage Petabyte of 
different data ,which helps societies and beneficiaries without 
exceeding these limits and without finding a problem nor for the 
distribution or for the collection of data. Our results show that the 
big data arrives up to of Zettabyte and that Hadoop initially 
created to manage Petabyte and other problems that can meet 
with Hadoop MapReduce as well as HDFS in the case of man-
agement of Zettabyte data, by comparing several searches made 
on the increase in the volume of Big Data and other on the ma-
nagements of Big 
Data via Hadoop ,and that if we compare our design with the 
other it is found that the environment that offers the service 
oriented architecture is an exceptional environment and can be 
used up to the infinite because each time that the volume of data 
increases we can add another Hadoop in the form of a service . 

4 RESULTS AND ANALYSIS 
  The figure below represents a design of the core of the 
SOA which is made up of services but in our design each service 
plays the role of a Hadoop. The red lines indicate the exchanges 
between the services that is to say the messages sent between 
them (Fig .3), due to these messages The work is performed in a 
very short time , and in this new architecture we can manage Pe-
tabyte of data several times which resolves the problems relating 
to volumes. Each service manages Petabyte of data. The data are 
divided at the beginning of the treatment and collected at its end. 
Then this design also allows us to manage the Big Data by Ha-
doop regardless of the size of the data collected. 
 
 
 
 
 
 
 

     Fig. 3: Nucleus of our Service Oriented Architecture 
 
Due to the bus The User may request a new task to a service or 
Hadoop during the processing of data and for this the SOA must 
amend the contract of this service to make it compatible with the 
request asked (Fig .4). 
 
 

 
 
 
 
 
 
 
              Fig. 4: Use of bus 
 

5  CONCLUSIONS AND FUTURE WORK 
  
We have noted the point of weakness of a framework that is 
very important as Hadoop and we have proposed the use of the 
SOA to complete and correct the limits of this software. We 
have evolved Hadoop in taking advantage of all benefits of the 
Service Oriented Architecture by making Hadoop capable of 
managing the Big Data with new sizes of volumes. We have 
suggested a use of the Service-Oriented Architecture to main-
tain together a set of softwares or frameworks for the manage-
ment of Big Data , which can be other than Hadoop, we concen-
trated on Hadoop because it is the most used for the moment, 
but we have indicated the possibility to use this implementation 
with other frameworks .This design can maintain in reality for 
any team to the laboratory concerned by the management of 
large volumes of data ,evidently it is a very interesting idea in 
the future .We believe that this design will achieve the goal of 
targeting dozens of companies.  
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